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Mutual-inductance route to the paramagnetic Meissner effect in two-dimensional
Josephson-junction arrays
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We simulate two-dimensional Josephson-junction arrays, including full mutual-inductance effects, as they
are cooled below the transition temperature in a magnetic field. We show numerical simulations of the array
magnetization as a function of position, as detected by a scanning superconducting quantum interference
device which is placed at a fixed height above the array. The calculated magnetization images show striking
agreement with the experimental images obtained by Niedsel. [Phys. Rev. B62, 14 380(2000]. The
average array magnetization is found to be paramagnetic for many values of the applied field, confirming that
paramagnetism can arise from magnetic screening in multiply connected superconductors without the presence
of d-wave superconductivity.
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A dc paramagnetic susceptibility, reported first by Brau-superconductof$ and on arrays of nom junctions*? A
nischet al! for BSCCO, occurs in many highz supercon-  scanning SQUID microscop&(SSM) measures the spatial
ductors when cooled through their transition temperature idistribution of the magnetization. The complexity of the re-
an external magnetic field. This surprising result, known asults and the experimental technique pose theoretical chal-
the paramagnetic Meissner effd@&ME), contrasts with the lenges in the qualitative and quantitative interpretation of the
standard diamagnetic response of classical superconductarsagnetic images.
and has been the subject of extensive investigations for the Here we show that a model of two-dimensioi2D) ar-
last ten years. rays with full mutual-inductance interactions captures the es-

Some theoretical wofksuggested that the PME provided sential facts about the PME in Josephson-junction arrays.
indirect evidence fod-wave symmetry in the superconduct-  The arrays measured in Nielsehal. had a unit cell size
ing order parameter. In this picture, junctions formed be- of 46 um and were cooled in external flux from zero up to
tween misaligned grains were the cause of the anomalouk2d, per unit cell of the array. A sketch of the array is
magnetic response. shown in Fig. 1. The junctions hadJa=600 A/cn? with a

PME observed in lowF, superconductors witls-wave junction area of X5um? and a calculated self-inductance
order parametefsdemonstrated thatr junctions were not of L' =64 pH, yielding a3, =27L'1o(T)/®y,=30 at 4.2 K.
required for the PME. Theories for the PME were developedThe experiment involved cooling the array in an externally
advocating nonequilibrium phenomena such as fluxapplied field and then measuring the magnetization with the
compressioft, surface barriers,and a giant vortex stafe. field still applied. These parameters are similar to those in
However, in the case of high: samples like BSCCO, BSCCO which exhibits the PMERef. 11 and are the pa-
experiments showed clearly that the granular nature of therameters used here.
samples was a crucial ingredient for the occurrence of the

phenomenon. This suggested using arrayqnain-r) Jo- Niobium crosses
sephson junctiorisas a model system for studying the PME \ A
in granular hight. samples, to test whethet junctions

=

external

were also an essential ingredient. Numerical simulations of
simplified Josephson junction networl& single multijunc-
tion loog® or multijunction concentric loogsindeed showed
a paramagnetic response. Experiments also gave indirect evi-
dence for the PME in the ac susceptibility of arrays. Josephson junctions

Because of the many theories predicting the PME in both
s- and d-wave superconductors, more stringent and detailed FIG. 1. Sketch of array design. Niobium crosses are in two
experimental tests were needed to test the relationship béayers, light and dark grey. The Josephson junctions are formed at
tween paramagnetism and order parameter symmetry. Exhe cross overlaps, as indicated, and the external flux is applied
periments using scanning superconducting quantum interfeperpendicular to the array, in tredirection. The unit cell size is
ence devicedSQUID’s) were thus performed on high: 46 um.
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We simulate a network dfl, X N, junctions}*~*"Using a  states are diamagnetic and half are paramagnetic. This con-
vector notatiort® the current in each junction can be mod- trasts with the experiments on large arrays by Nielseal.
eled by the resistively and capacitively shunted junctionthat show a clear prevalence of paramagnetisni foB. In

(RCSJ model as other words, the single-loop model cannot explain the ex-
P P perimental results, even qualitatively.
b= Iosing5+Z—OG£;+2—0C£;. (1) We can do a mean-field type of treatment of the tempera-
a aw

ture dependence by using the fact ti# and 8, are the
Here IosingE represents the current through the JosephsoﬂnIy tempgrature—de_pendent_ qu.antities in thesg equations.
lement (sinﬁ is the vector given by apolving sin to the Thus, we simulated field co'olmg in the arrays solving 8.
€ - gﬁ Yy applying for the phases and calculating the resulting currents and mag-
components ob), and @o/2m) ¢ is the voltage drop across netization. The simulation starts with a zero screening term
the quasiparticle conductan¢g Finally C and |, are the jn the equation3, =0 andB.=0, as representing=T,.
junction capacitance and the Josephson critical current.  Nonzero frustratiori was fixed in the beginning of the simu-
To Sa.tisfy the Kirchhoff's laW for the currents in each lation. Then,IBL and IBC are increased in StepS, until they
node, we define loop currents connected to the junction reach their final, low-temperature value. The dynamical
currents by the relationshi’=KI® (for a discussion of the terms, i.e.,¢ and ¢, go to zero after a transient. A variable
role of loop currents, cf. Refs. 15 and)Mhere the matrpk ~ transient time permits control of the speed of the simulated
depends on the array geometry. The fluxoid quantization ruléield cooling process. We used parameters similar to the
. . H 2 _ _ —
for each elementary loop in the array gives another set ofxperiments? ie., B (T=4.2 K)=30, Bc(T=4.2 K)
equations: =66. The transient time for each step increasg@,inranges
from 80 to 400 normalized time units, and a typical run takes
wl' .. 30 steps. The initial conditions for the array are chosen with
LI%, 2) all the phases being zero and a random distribution of “quan-
- , tum numbers”n, simulating the disorder due to the initial
whereM performs the(oriented sum of the phases around a giffusion of flux quanta, when the Josephson energy barriers
loop; the vectorf represents the normalized flus™"  are small. Each componentofvas chosen using the cernlib
=fd due to an external field in each loop, i.e., the so-calledotine ranLUX which generates uniformly distributed ran-
frustration;n is a vector of “quantum numbers” for the flux dom numbers. Simulations of large arrays K4D) take
quanta in each loop; and the last term is the field induced bgome time, so we have evaluated the mean magnetization for
the currents flowing in all other loops of the array about five statistical realizations of each frustration value.
(ginduced— |_'|‘_|*S), The matrixL, the mutual inductance ma- For simulations on smaller arrays, which require much less
trix of the array(normalized to the self-inductance of the computation timge.g., 10<10), we have collected data on
single loop, represents the mutual coupling between loops ithe mean magnetization for at least for ten statistical realiza-
the arrays. Here we compuleby a thin-wire approximation tions of each frustration value. The mean magnetization of

except for the self-inductance of a single lo@p. Ref. 17.  the final solution varied by no more than 2% for both array
Inserting the fluxoid quantization iP=RI®, using Eq.(1) sizes. Thus we are confldent that our results on t_he large
we obtain a system of equations in normalized units, contain Y3 r_eflect th_e behavior of_a rez_al Iarge array.ll?etalls of the
ing only the phase variables: integration routine are dgsc_nped in F|Iatre«§aal.

In order to have a significant comparison between the
B - - numerical simulations and the experiments, we take into ac-
—sine+ \/ ¢+ e=KL 'm (3  count the SQUID-sample separation at a nonzero distance
2m Be above the array. Typical values phave been chosen within
Here time is normalized to a cell frequenay (?=L’C) and  the limits indicated by Ref. 12, 40-6@m, and we normal-
the usual Stewart-McCumber parameter appeas, iz_ed z to the array unit cell siz_e_, 46um. The field at a
=277l o(T)C/D,G2. The termm represents the normalized distancez was built by superpo;mon of the _f|elds generatgd
loop magnetizatiorict. Eq. (2)]. An explicit form for mag- by the currents. Each current in the array is modeled using

netization can be written as follows by inverting the staticthe thin-wire apprommgﬂoﬁ. .
form of Eq. (3): Next, the flux within a square corresponding to the

SQUID area was calculated for different positions above the

M QEZZWH—ZTT'F‘F
0

- Bl pro g1 - array. We chose to calcglate positipns correspon.ding to the
m= EL(K K)"*K'sing, (4)  centers of the array loogse., one point per loopat distance
z above them.
which generalizes the single-loop equation, Ha&) of Figure 2 reports the field-cooled magnetization for a 10

Nielsenet al. In the case of a single loop, for largg , there X 40 array withf=1.2 and clearly shows a diamagnetic be-
are at least four states which are nondegenerate and that dravior both locally and in the average magnetization. Figures
either diamagnetic or paramagnetic. The lowest-energy stat&$a) and 2Zb), respectively, show the magnetizationzat 0

are diamagnetic for<f<I+1/2, with | integer, and para- andz=1. Figures 3 and 4 show the same array fer4.8
magnetic forl +1/2<f<l+1. For a single loop, half the andf=12.2: Figures &) and 4a) report the magnetization
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FIG. 2. Simulated field-cooled 2040 Josephson-junction array FIG. 3. The same simulated field-cooled array of Fig. 2 ffor
for a frustrationf=1.2. Parameters of simulations g8g(4.2 K) =4.8. (a) Image of the array magnetization 2t 0; (b) simulated

=30, Bc(4.2 K)=66. The SQUID height is normalized to the SSM image of array magnetization &1, sampled at positions
unit cell size.(a) Image of the array magnetization a&0; (b) corresponding to the center of array loops. The light-gray loops are
simulated SSM image of array magnetizationzat1, sampled at the diamagnetic onegc) Histogram of loop magnetization at
positions corresponding to the center of array loops. The light-gray=0; (d) histogram of magnetization values as read by SSM
loops are the diamagnetic ones and the dark-gray loops are paratz=1.
magnetic.(c) Histogram of loop magnetization at=0; (d) histo-
gram of magnetization as read by SSMzat1. magnetic magnetization; cf. Fig).3rhe majority loops mag-
netize weakly whereas the minority loops magnetize
at z=0, Figs. 3b) and 4b) the magnetization at=1. For  strongly. Figures @), 3(d), and 4d) show the histograms
values of frustration above 3, the array shows an overalgvaluated az=1. Similarly to the measured images, we ob-
paramagnetic response. It is interesting to note that in alerve a smearing effect: Histogram peaks merge, so that the
cases, az=0, there is a connection between the simulatedoverall distributions appear similar to the experimental ones.
arrays and the simple single-loop picture. If, for a givenMerging of histogram peaks starts approximatively zat
value of frustration, an isolated loop is diamagnélisvest- =0.3. The results discussed for Figs. 2, 3, and 4 can be
energy statg for the same value of frustration the simulated extended to other frustration valué"s&mulatlons show that
array shows a larger number of diamagnetic loops. Thestor | <f<I+1/2, with| integer, the diamagnetic loops pre-
diamagnetic loops form a “sea” in which a few paramag- dominate in number, whereas fot 1/2<f<l|+1 the para-
netic loops stand oJtf. Figs. 2a) and 4a)]. If the isolated = magnetic loops dominate. For= |+ 1/2 the solution tends to
loop is paramagnetic, the sea is formed by paramagnetitave an equal number of diamagnetic and paramagnetic
loops with few diamagnetic loops in the arraf. Fig. 3a)]. loops. The magnetization strength shows a more subtle be-
At z=1 the mixing of flux lines produces a smeared flux havior: Forl <f<I+ 1/2 the strongest magnetization is para-
distribution that is very similar to the experimerit. Ref. =~ magnetic; forl + 1/2<f<|+ 1 the strongest magnetization is
12). We note that for large frustration valugsf. Figs. 4a) diamagnetic. If the frustration equals a half integes|
and 4b)], due to different magnetization strengths, the far-+1/2, the paramagnetic and diamagnetic peaks are of equal
field array image is paramagnetic, although the correspondstrength, so their average magnetization measures zero.
ing state for an isolated loop is diamagnetic. In Fig. 5 we report the mean magnetization over a 10
In Figs. 4c¢), 3(c), and 4c), histograms of the loop mag- x40 array, for different frustrations, at=1. The mean mag-
netization are reported at=0. We find two peaks represent- netization depends on the blend of paramagnetic and dia-
ing the diamagnetic ®;,;—®.,<0) and paramagnetic magnetic strength in the loops and their number. A trend
(P1ot— Dey>0) loops. The peak position essentially corre- shifts the array magnetization toward paramagnetism, start-
sponds to single-loop values for the same frustration. Théng from f=3. The mean magnetization depends weakly on
peak width is determined by mutual inductance effects. Gennoise: A test with different random distributions of quantum
erally only two magnetization peaks are found, one diamagnumbers shows that this accounts for an error of about 2%.
netic and one paramagnetiwith the exception of a few Our estimation ofz adds another source of error, but our
loops in thef =4.8 case, which show a higher value of para-simulations show that this error accounts for no more than
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data sets with an increase of bulk dengitywith respect to
(Pror—Pet) /P, (Pt Pert) /Po boundary density,, for frustrationf=3. For example, af
=1.2 the two densities are roughly equalpy
=Npara/Npoundary=0.156  and py=Npqara/Niora=0.162,

but atf=12.2 at the boundary we hayg=0.11 and in the
Qulk p=0.26. Tests on smaller arrays show that paramag-

FIG. 4. The same simulated field-cooled array of Fig. 2 ffor
=12.2.(a) Image of the array magnetizationzat 0; (b) simulated
SSM image of array magnetization a1, sampled at positions

corresponding to the center of array loops. The light-gray mesheS™ . - . T
are the diamagnetic oneg&) Histogram of loop magnetization at netic behavior fom<f<m+ 1/2 arises about foN~5; this

z=0; (d) histogram of magnetization values as read by SSM at '; If)gghly the value predicted from E¢d) of Ref. 12 for
=1. Lo . . . .
In conclusion, the PME in Josephson-junction arrays can
be reproduced via numerical simulations which include the
5%, with az variance of 20%. On the other hand, the meanfull inductanc_e matrix. The simulation resu_lts compare favc_)r-
magnetization depends on the dimension of the array. A diably.to experimental results:. Paramagnetism dominates field
rect quantitative comparison with the experiments shows &0oling for large arrays. Simulations also show that the
calculated value of magnetization typically lower. Magneti- Single-loop model is the basic building block describing the
zation strongly depends on the array dimension, so the rdield-cooled array behavior. Mutual-inductance interactions
sults presented in Fig. 5 can be only qualitatively compare§'€até the actual distribution of loop magnetization in the
with experiments, in which arrays are larger. We report only2'@ys: The resulting mean magnetization is the product of
" . . . both single-loop states and their occupancy. The observed
positive frustration {>0) because Eq(3) is symmetric, . ; : . ;

. . : . dominant paramagnetism, in both experiments and simula-
changing the sign of frustratiofthe same array viewed from . . . .
below simply maintains the same paramagnetic and diamat'-ons’ arises from an energetic preference for paramagnetic
netic loop3 %ops interior to the array.

We note that in all cases, i.e., both diamagnetic and para- Beyond this study, a number of open probl_ems still re-
main to be analyzed. Among these are simulations of larger

magnetic, diamagnetic behavior prevails near the arra . : : :
. X . . . arrays in order to make more detailed comparisons with ex-
edges. This agrees with the experiments, which show a sim[-_ - ; .
eriments and the study of the effect of cooling time and

lar behavior. According to Ref. 12 this occurs because th X .

: : ; . ransient dynamics of the array.

array screens the field by generating diamagnetic currents on

the array boundary and, as a consequence, induces paramag-

netic currents in the interior of the array, thus generating an We acknowledge support by MURST COFIN98 project
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